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Abstract

Endogenous processes referred to as circadian oscillators generate many of the daily rhythms in physiology and behavior of a
variety of animals including humans. We investigated the possible circadian regulation of acquisition, recall and extinction in two
strains of mice (C-57/6J and C-3H). Mice were trained in either the day or night with a tone and context fear conditioning
protocol. The mice were then tested over the course of several days for their ability to recall the training. When comparing the
performance of animals in the day and night, the mice acquired the conditioning faster in the day than in the night. Furthermore,
the recall for context and tone consistently peaked during the day for at least 3 days after training, irrespective of the time of
training. Finally, the loss of this training (or extinction) exhibited a rhythm in that mice trained in night exhibited a greater degree
of extinction than mice trained in the day. For all of these rhythms in acquisition, recall, and extinction the phase of the rhythm
was controlled by the prior light–dark (LD) cycle. When we reversed the phase of the LD cycle, the phase of the rhythm also
reversed. Importantly, all three of the rhythms also continued in constant darkness demonstrating the endogenous, and
presumably circadian nature, of the rhythms. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Most organisms, including humans, exhibit daily
rhythms in their behavior and physiology. The physio-
logical system responsible for these rhythms is known
as the circadian system and, in mammals, the core of
this rhythm generating system can be localized to a site
in the hypothalamus known as the suprachiasmatic
nucleus (SCN; [50,59]). The endogenous rhythms gener-
ated by cells in the SCN repeat with a frequency close
to, but not quite equal to, the 24-h period [2,23,64]. In
general, the circadian timing system is thought to func-
tion to allow the temporal coordination of various
physiological processes within an organism as well as

allow the temporal coordination of the organism with
the external world. In order to fulfill these functions,
these rhythms must be synchronized to the exact 24-h
cycle of the physical world. The daily cycle of light and
dark is the dominant cue used by organisms to synchro-
nize their biological clocks to the environment. Within
an organism, the circadian system modulates many
physiological processes and behaviors [39,65].

Though not extensively studied, there is evidence that
diurnal variation may be a general feature of perfor-
mance on learning and memory tasks. Certainly ani-
mals can form associations between the time of day and
food availability. In an early study, Beling [5] noted
that if bees were offered sugar water at a particular
time of day, they quickly learned to arrive at the feeder
in anticipation of the food reward. If the sugar water
was omitted, the trained bees still arrived at the feeder
at the correct time. This type of time–place association
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has been described in many species including birds,
insects, fish and mammals [8,12,32,46–49,55,62]. Other
early studies on circadian phase dependence of learning
have shown that animals can somehow ‘time-stamp’
information such that it is processed better at certain
times of the day, where for example the performance of
rats peaked at 24-h intervals following training on an
avoidance task (e.g. [34]). Besides this diurnal periodic-
ity, at least two other pieces of evidence link these
rhythms in performance with the circadian system de-
scribed above. First, lesions of the rat SCN [58] elimi-
nate the 24-h rhythm in performance on a passive
avoidance task. Second, Devan et al. [21] reported that
rats subjected to desynchronization of the circadian
system by rapidly changing the phase of the light–dark
(LD) cycle experienced impaired recall of a spatial task.
In addition to behavioral studies, electrophysiological
studies using long-term potentiation (LTP), an electro-
physiological analogue of learning and memory, has
also been shown to undergo diurnal variation. For
example, Barnes et al. [3] showed that synaptic re-
sponses in hippocampal granule cells following stimula-
tion of afferent fibers from the entorhinal cortex
fluctuates with a 24-h period. This group reported that
synaptic activity for rats was highest in the middle of
the dark phase and lowest in the middle of the light
phase while the converse was true for diurnal squirrel
monkeys. In another study, the magnitude of LTP, as a
percentage of pretetanus basal response, was shown to
vary in CA1 and dentate gyrus of hippocampal slices
prepared from rats in the day or night [31]. More
recently, Raghavan et al. [54] also reported diurnal
variations in the magnitude of LTP in CA1 region of
hippocampal slices prepared from the hamster.

In light of these studies, we designed a series of
experiments to explore circadian modulation of learn-
ing and memory using a fear-conditioning paradigm.
Fear conditioning is an associative-learning task that
has become one of the leading behavioral models for
investigating the neurobiological basis of learning and
memory. Animals can learn to associate an initially
neutral or conditioning stimulus (CS) such as a tone or
context with a biologically significant event such as an
unconditioned stimulus (US) like a footshock. In this
assay, fear is measured as inactivity or ‘freezing’ after
the stimulus. Freezing is a typical defensive response in
rodents following exposure to aversive stimuli. The
circuitry in fear-conditioning learning involves trans-
mission of information about the CS (tone and context)
and US (footshock) to the amygdala and the subse-
quent fear-response is linked to output projections from
the amygdala to autonomic and behavioral responses in
the brainstem [1,37]. In some experimental conditions,
context, but not tone, learning requires normal
hippocampus function [36,41,63].

In the present study, we investigated the possible
circadian regulation of acquisition, recall and extinction
in two strains of mice (C-57/6J and C-3H) following
fear-conditioning training. The use of these two strains
allows a comparison between the C-3H strain that
secrete melatonin rhythmically and the C-57 strain that
does not [22,30]. Animals were trained either during the
day or at night. Mice were subsequently tested at least
24 h after training for context and tone learning every
6 h for 3 days. The degree of acquisition was greater in
animals trained during the day then in animals trained
at night. On tests for context and tone both strains of
mice showed daily rhythms in recall, where greatest
recall was usually observed when animals were tested
during the day. Finally, the degree of long-term extinc-
tion of memories for context and tone were also shown
to vary from day to night. Each of these diurnal
rhythms persisted when animals were maintained in
constant darkness, a finding that demonstrates the en-
dogenous nature of these rhythms.

2. Methods

2.1. Subjects

Two-month old male mice (C-57/6J and C-3H) were
purchased from Charles Rivers Laboratories. The
UCLA Animal Research Committee approved the ex-
perimental protocols used in this study. Animals were
housed in cages, which were placed in light-tight cham-
bers where the light cycle could be controlled. For each
experiment 8 mice were trained in the day and another
8 mice were trained at night.

2.2. Experimental procedure

Mice were allowed to entrain to the required LD
cycle for at least 1 week prior to training on the
fear-conditioning protocol. Mice were individually han-
dled for approximately 1 min a day, a week prior to the
start of the experiment to reduce the arousal associated
with handling. Each day animals were handled at dif-
ferent times of the day or night to ensure that they did
not entrain to handling by the experimenter at a specific
time. Animals were handled by taking individuals out
of their home cages and placing them on the experi-
menter’s arm. Following entrainment, the animals were
trained in separate contextual conditioning cages (28×
21×22 cm3: Lafayette Instruments). The chambers
were constructed from aluminum (sidewalls) and Plexi-
glas (rear wall, ceiling, and hinged front door). A total
of four identical conditioning cages were used that
allowed 4 mice to be trained and tested per session. The
floor of each cage consisted of 33 stainless steel rods (4
mm diameter, 4 mm apart) connected to a shock scram-
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bler and generator (Master Shock, Lafayette Instru-
ments). A speaker located at the roof of each cage
permitted the delivery of tone (CS). To remove any
variability in olfactory learning the inside of each
cage was wiped with 0.01% benzaldehyde before the
start of each experiment. On the day of training, mice
were placed individually into cages and allowed to
acclimatize to the new environment for 3 min after
which time animals received a 30 s tone (CS; 80 dB,
2.8 kHz) followed by a 2 s footshock (US).

The number of CS–US pairing and US intensity
was varied according to the strain of mice used. Pre-
liminary studies showed that C-57 mice were better at
learning the fear-conditioning paradigm compared to
C-3H mice, so a stronger training protocol was used
for C-3H animals (data not shown). The training pro-
tocol for C-57 mice consisted of 2 CS-US pairings
with a 0.2 mA US. For the C-3H mice the training
protocol consisted of 6 CS–US pairings with a 1 mA
US. The inter-trial interval was 64 s in all protocols.
At the end of the last tone-shock pairing the mice
were left in the cage for a further 64 s after which
time they were returned to the home cages. For the
context test, animals were placed, individually, back
into the same conditioning chamber and left there for
8 min. The behavior of the mice, whether it was
freezing or mobile was noted. The first context test
was carried out 24 h after training and animals were
repeatedly tested for the context every 6 h for 3 days.
Upon completion of the context test, animals were
put through tone tests on day 4 and repeatedly tone
tested every 6 h for another 3 days. For the tone
testing (cued conditioning), 4 identical cages were
used allowing 4 animals to be tested per session.
Tone testing took place in a separate room. The
cages used for tone testing were different from the
context cages. The whole cage (26×31×21 cm3) was
made of Perspex (dark sides and clear back and ceil-
ing) and the floor consisted of a removable wire mesh
grid. The cages were cleaned with 0.01% diacetyl. For
tone testing, baseline freezing of mice was measured
for the first 2 min followed by the tone (80 dB, 2.8
kHz) which was activated for a further 6 min. Back-
ground noise (70 dB) during acquisition, context and
tone testing was provided by a ‘white’ noise genera-
tor. The training and tone-testing procedures were au-
tomatically controlled by a computer using the ABET
behavioral software (ABET systems, Lafayette Instru-
ments).

Freezing during acquisition, context and tone recall
was defined as the complete absence of somatic and
motility movements with the exception of respiratory
movements. For acquisition, context and tone recall
an 8 s time sampling procedure was used in which
each animal was observed 8 times per min interval (in
this case a min refers to a 64 s block) and these were

averaged to yield an estimate of percentage time
freezing. Earlier studies had shown that this measure
is amenable to parametric analysis [24]. During train-
ing, freezing was measured 64 s before the first CS–
US pairing (baseline) and during the 64 s inter-trial
interval immediately after each CS–US pairing, giving
8 observations per mice for baseline and for each
subsequent CS–US pairing respectively. For context
and tone testing each animal was observed a total of
64 times. To determine the degree of learning during
training percent freezing was calculated as the number
of times each animal was observed to be immobile
over 8 observations. For context testing, percent
freezing was calculated as the number of times each
animal was observed to be immobile over 64 observa-
tions and for tone testing, percent freezing was calcu-
lated as the number of times each animal was
observed to be immobile over 16 (2 min baseline) and
48 (6 min tone) observations. For the tone experi-
ment’s, freezing was normalized by subtracting the
baseline, pre-tone, freezing of individual animals dur-
ing the first tone test from freezing after tone activa-
tion in all-subsequent tests.

In light–dark (LD) and dark– light (DL) experi-
ments the rooms were illuminated with a small 65 W
incandescent light bulb during the animal’s day. Ex-
periments during the animal’s night were done in
complete darkness with the aid of infrared goggles.
All dark–dark (DD) experiments were performed in
complete darkness. Freezing was recorded with the
aid of a video camera that had an in-built infrared
system, which enabled us to record the behavior of
animals in both light and dark conditions.

Control experiments were initially carried out to
determine if training followed by repeated testing for
context or tone affected the locomotor activity in
both strains of mice. Animals were initially entrained
to a LD cycle for 1 week then kept in DD 2 days
prior to training. Mice were divided into 2 groups,
one trained in the subjective day and the other
trained in the subjective night. Twenty-four hours af-
ter training, animals were repeatedly tested for con-
textual learning every 12 h for 3 days in the
subjective day and subjective night followed by tone
testing every 12 h for another 3 days in the subjective
day and subjective night. The findings from these
control experiments showed that training and re-
peated testing did not affect the animal’s circadian
rhythm.

2.3. Light–dark cycle

LD signifies ‘normal’ light–dark cycle. By defini-
tion, the time of light onset is zeitgeber time 0 ([ZT
0], 06:00), while time of lights off is ZT 12 (18:00).
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Mice were trained during the day (09:00, ZT 3) or night
(21:00, ZT 15). DL signifies ‘reverse’ light–dark cycle.
By definition, the time of light onset is ZT 0 (18:00),
while time of lights off is ZT 12 (06:00). Mice were
trained during the day (21:00, ZT 3) or night (09:00, ZT
15). DD signifies constant darkness. Animals were ini-
tially entrained to the LD cycle, then 2 days prior to
training they were kept in constant darkness for the rest
of the experiment. Animals were trained at subjective
day (09:00, circadian time 3 [CT 3]) or subjective night
(21:00, CT 15).

2.4. Data analysis

To compare acquisition following each CS–US pair-
ing in animals trained in the day or night the Student’s
t-test was used. Recall and the degree of extinction
were analyzed using a 1 way repeated measure
ANOVA. Data for recall was divided into 24-h inter-
vals. Where significance was seen, the post-hoc Tukey’s
test was done. Values were considered significantly
different at P�0.05.

3. Results

3.1. Rhythm in acquisition of C-3H mice

Our first experiment was designed to determine
whether the ability of C-3H mice to learn the fear
conditioning protocol varied between day and night.
Mice trained in the day were trained 3 h after lights-on
(ZT 3; Fig. 1a) while mice trained at night were trained
3 h after lights-off (ZT 15; Fig. 1b). Other than the time
that the animals were trained and tested, all other
conditions between the day and night groups remained
constant. The degree of acquisition (Fig. 2a) was
greater in mice trained during the day (ZT 3) compared
to animals trained at night (ZT 15). There was also a
significant difference in fear conditioning (measured as
percent freezing) in animals trained at ZT 3 compared
to animals trained at ZT 15 (t=3.54 df=14, P=
0.003). Freezing after the last CS–US pairing was
92.2�3% (n=8) in mice trained at ZT 3 and 48.9�
12% (n=8) in mice trained at ZT 15. In order to
demonstrate that the phase of the rhythm was deter-
mined by the prior LD cycle, a group of mice were

Fig. 1. Diagram showing the light cycle for testing in experiments carried out in normal light–dark cycle (LD), reverse light–dark cycle (DL) and
constant darkness (DD). The numbers above each bar denotes the time light was turned on or off for the LD and DL experiments. DD
experiments were conducted in complete darkness although the times of the prior LD cycle is shown as a way of standardizing the graphical
representation. The numbers and arrows below each bar denotes the times and sequence that animals were tested for context and tone.
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Fig. 2. Rhythms in acquisition in C-3H mice. Animals were trained either in the day (ZT/CT 3) or the night (ZT/CT 15). Conditioning consisted
of six tone (CS) and footshock (US) pairings. Percent freezing following each tone-shock pairing in animals trained in the day was compared with
percent freezing following the equivalent tone-shock pairing in animals trained at night. Animals trained in the day acquired the conditioning
better than mice trained at night. (A) Mice were maintained on a LD cycle. (B) Mice were maintained on a DL cycle. (C) Mice were maintained
in DD. Times of prior LD cycle indicated. Each group contained 8 animals. Statistical comparison made using T-test, * denotes P�0.05.

Fig. 3. Rhythms in acquisition in C-57 mice. Animals were trained either in the day (ZT/CT 3) or the night (ZT/CT 15). Conditioning consisted
of two tones (CS) and footshock (US) pairings. Percent freezing following each tone-shock pairing in animals trained in the day was compared
with percent freezing following the equivalent tone-shock pairing in animals trained at night. Mice trained in the day acquired the conditioning
better than mice trained at night. (A) Mice were maintained on a LD cycle. (B) Mice were maintained on a DL cycle. (C) Mice were maintained
in DD. Times of prior LD cycle indicated. Each group contained 8 animals. Statistical comparison made using t-test, * denotes P�0.05.

housed in a ‘reversed’ LD cycle (Fig. 1c and d). Again,
the degree of acquisition and peak freezing were signifi-
cantly higher (t= −3.14, df=14, P=0.007) during
the day (90.6�8%, n=8) then during the night
(53.1�9%, n=8) suggesting that the observed daily
variation is determined by the phase of the LD cycle
and not some other unknown variable (Fig. 2b). Fi-
nally, in order to demonstrate that any diurnal rhythm
is circadian, it is necessary to show that the rhythm
continues in DD. For these experiments, animals were
placed in DD for 2 days prior to training. The data was
collected at circadian time (CT) 3 and CT 15 to form a
‘subjective day’ and ‘subjective night’ group (Fig. 1e
and f). Again, there was a daily rhythm in the degree
and level of training as measured by percent freezing
with measured values after the last CS-US pairing being
higher during the subjective day (98.4�2%, n=8)
compared to subjective night (78.1�7, n=8). Statisti-

cal analysis showed the difference to be significantly
higher (t=2.69, df=14, P�0.02; Fig. 2c). Together,
this data suggests that there is a circadian rhythm in the
ability of C-3H mice to acquire the fear conditioning.

3.2. Rhythm in acquisition of C-57 mice

Next, we determined whether C-57 mice also exhib-
ited a diurnal difference in their ability to learn the fear
conditioning protocol. In a normal LD cycle, the degree
of acquisition (Fig. 3a) was greater in mice trained
during the day (ZT 3) compared to animals trained at
night (ZT 15). There was a significant difference in fear
conditioning (measured as percent freezing) after the
first training stimulus in animals trained at ZT 3
(39.1�8%, n=8) compared to animals trained at ZT
15 (17.2�6, n=8; t=2.22, df=14, P=0.04). How-
ever, by the second training period, there was no longer
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a significant difference between the day and night
groups. Similarly, if C-57 mice were exposed to a strong
training protocol consisting of 3 CS–US pairings, there
was no rhythm in acquisition as learning was equally
strong in mice trained in the day or night. Conse-
quently, the rest of the experiments were carried out
with a weaker training protocol. When the phase of the
LD cycle to which the animals were exposed was re-
versed, so did the resulting rhythm (Fig. 3b). The
percent freezing after the first training stimulus was
significantly greater in animals trained at ZT 3 (57.8�
7%, n=8) then in animals trained at ZT 15 (34.4�6%,
n=8; t= −2.59, df=14, P=0.02). Finally, to deter-
mine if the degree of acquisition was affected by the
circadian system, the experiments were run in mice in
DD (Fig. 3c). The degree of acquisition is greater in
mice trained at 09:00 (CT 3) compared to mice trained
at 21:00 (CT 15). Percent freezing after the first training
stimulus was significantly greater in mice trained at CT
3 (53.1�6%, n=8) compared to mice trained at CT 15
(21.9�6%, n=8; t=2.73, df=14, P=0.02). Overall,
the data demonstrate that there is a circadian modula-
tion of the acquisition of fear conditioning in C-57 mice
with faster learning occurring during the day. The
magnitude of this modulatory effect was smaller than
that seen with the C-3H mice and could be overcome
by stronger training protocols.

3.3. Rhythm in recall in C-3H mice trained at day or
night

Previous studies suggest that an animal’s ability to
recall a learned task may vary as a function of the time
of day in which the training occurred. In order to

investigate this possibility, C-3H mice were trained and
then tested for their recall of the context and tone fear
conditioning every 6 h for 3 days starting 24 h after
training (Fig. 4). Mice trained during the day (ZT 3)
exhibited a striking rhythm in recall (Fig. 4a), which
peaked each cycle at ZT 3. Statistical analysis showed a
significant time of test effect for the first (F(3, 4764)=
28, P�0.001) and second (F(4, 1729)=27, P�0.001)
24-h period for context recall and the first (F(3, 831)=
38, P�0.001) and second (F(4, 412)=17, P�0.001)
24-h period for tone recall. Post-hoc test showed that
percent freezing was significantly greater when mice
were tested at ZT 3 for both context (P�0.01) and
tone (P�0.001). Reversing the phase of the LD cycle
reversed the peak of the rhythm (Fig. 4b), where a
significant time of test effect was seen for recall of both
context and tone (Context: first 24-h period (F(3,
4804)=27, P�0.001) and second 24-h period (F(4,
1279)=16, P�0.001); Tone: first 24-h period (F(3,
578)=14, P�0.001) and second 24-h period (F(4,
344)=15, P�0.001)). Post-hoc analysis showed that
percent freezing was significantly greater when mice
were tested during the day for context (P�0.002) and
tone (P�0.03), respectively. Finally, when animals
were trained and tested in DD, the rhythms in the recall
of context and tone conditioning continued to persist
(Fig. 4c), where a significant time of test effect was seen
for recall of context and tone (Context: first 24-h period
(F(3, 1182)=7, P=0.002) and second 24-h period
(F(4, 1124)=11, P�0.001); Tone: first 24-h period
(F(3, 754)=16, P�0.001) and second 24-h period
(F(4, 3004)=5, P=0.003)). In each of these cases,
post-hoc analysis showed that mice trained at CT 3
exhibited peak in their recall when tested during the

Fig. 4. Rhythms in recall in C-3H mice trained in the day (ZT/CT 3). In all experiments animals were first tested for context 24 h post-training
then repeatedly tested every 6 h, for 3 days. On day 4, animals were tested for tone every 6 h for another 3 days. Testing was done at ZT/CT
3, 9, 15 and 21. (A) Mice were maintained on a LD cycle. (B) Mice were maintained on a DL cycle. (C) Mice were maintained in DD. Times
of prior LD cycle indicated. Each group contained 8 animals. Within population one way RM ANOVA at the first and second 24-h periods for
both the context and tone showed significant differences in recall at different times of test, where * denotes P�0.05.
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Fig. 5. Rhythms in recall in C-3H mice trained in the night (ZT/CT 15). In all experiments animals were first tested for context 24 h post-training
then repeatedly tested every 6 h, for 3 days. On day 4 animals were tested for tone every 6 h for another 3 days. Testing was done at ZT/CT 3,
9, 15 and 21. (A) Mice were maintained on a LD cycle. (B) Mice were maintained on a DL cycle. (C) Mice were maintained in DD. Times of
prior LD cycle indicated. Each group contained 8 animals. Within population one way RM ANOVA at the first and second 24-h periods for both
the context and tone showed significant differences in recall at different times of test, where * denotes P�0.05.

subjective day in subsequent days (CT 3 and CT 9,
P�0.01). Importantly, when similar experiments were
performed on mice trained during the night (ZT 15),
similar results were obtained in that there were rhythms
in recall that peaked during the day, not the night (Fig.
5). For LD experiments there was time of test effect for
context and tone (Context: first 24-h period (F(3,
1735)=21, P�0.001 and second 24-h period (F(4,
307)=13, P�0.001); Tone: first 24-h period (F(3,
156)=11, P�0.001) and second 24-h period (F(4,
155)=7, P�0.001)). Post-hoc analysis showed that
recall for context and tone was generally better in
animals tested in the day (P�0.05). For DL experi-
ments a significant time of test effect was seen in
animals tested for context in the second but not first
24-h period and in both periods of the tone test (Con-
text: (F(3, 269)=2, P=0.1) and second 24-h period
(F(4, 189)=5, P=0.01); Tone: first 24-h period (F(3,
148)=6, P=0.003) and second 24-h period (F(4,
71)=4, P=0.02)). Post-hoc analysis showed that recall
was significantly better at certain times of test (P�
0.05). For DD experiments a time of test effect was
again observed for context and tone (Context: first 24-h
period (F(3, 2775)=18, P�0.001) and second 24-h
period (F(4, 1306)=6, P=0.001); Tone: first 24-h pe-
riod (F(3, 454)=8, P=0.001) and second 24-h period
(F(4, 219)=4, P=0.01)). Post-hoc analysis showed
recall was significantly better at certain times of test
(P�0.05). These results demonstrate that the recall of
the fear conditioning in C-3H mice is modulated by the
circadian system. In addition, our data indicate that the
peak in fear conditioning performance occurred during
the day regardless of the time of training.

3.4. Rhythm in recall in C-57 mice trained at day or
night

Next C-57 mice were trained and then tested for their
recall of the context and tone fear conditioning every 6
h for 3 days starting 24 h after training as described
above. C-57 mice trained in the day (ZT 3) show
diurnal rhythm in recall for both context and tone in
LD and DL light cycles (Fig. 6a and b). For both the
LD and DL experiments a time of test effect was
observed (LD Context: first 24-h period (F(3, 1037)=
7, P=0.002 and second 24-h period (F(4, 3139)=75,
P�0.001); LD Tone: first 24-h period (F(3, 1063)=11,
P�0.001) and second 24-h period (F(4, 963)=13,
P�0.001); DL Context: first 24-h period (F(3, 2531)=
37, P�0.001) and second 24-h period (F(4, 1884)=38,
P�0.001); DL Tone: first 24-h period (F(2, 3487)=50,
P�0.001) and second 24-h period (F(4, 1546)=7,
P�0.001)). Post-hoc analysis showed that recall was
generally significantly greater when animals were tested
during the day (ZT 3 and ZT 9, P�0.01). A time of
test effect was seen in animals trained and tested in DD
for both periods of the context test and for the second
period of the tone test (Context: first 24-h period (F(3,
1234)=6, P=0.006) and second 24-h period (F(4,
1281)=7, P�0.001); Tone: first 24-h period (F(3,
314)=1, P=0.1) and second 24-h period (F(4, 851)=
7, P�0.001)). Post-hoc analysis revealed that mice
expressed significantly greater freezing at subjective day
for the first and second 24-h periods (CT 3; P�0.01)
thus showing that C-57 mice show a circadian rhythm
in their ability to recall conditioning for both context
and tone (Fig. 6c). The same rhythm in recall was also
seen in mice trained at night (ZT 15, Fig. 7). Mice
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trained at night, in both the LD and DL experiments,
also show a time of test effect (LD Context: first 24-h
period (F(3, 860)=15, P�0.001) and second 24-h
period (F(4, 1086)=10, P�0.001); LD Tone: first
24-h period (F(3, 444)=4, P=0.02) and second 24-h
period (F(4, 1593)=28, P�0.001); DL Context: first
24-h period (F(3, 630)=11, P�0.001) and second
24-h period (F(4, 574)=4, P=0.01); DL Tone: first
24-h period (F(3, 1083)=7, P=0.002 and second 24-
h period (F(4, 573)=9, P�0.001)). Post-hoc analysis
showed that mice expressed greater recall for both

context and tone at ZT 3 and ZT 9 when compared
to tests at ZT 15 and ZT 21 (P�0.04). The rhythms
in contextual and tone recall was maintained in ani-
mals trained and tested in DD (Context: first 24-h
period (F(3, 1737)=15, P�0.001) and second 24-h
period (F(4, 663)=8, P�0.001); Tone: first 24-h
period (F(3, 1053)=7, P=0.002) and second 24-h
period (F(4, 588)=7, P�0.001)). Post-hoc analy-
sis showed that recall was greater when animals
were tested during the subjective day (CT 3; P�
0.02).

Fig. 6. Rhythms in recall in C-57 mice trained in the day (ZT/CT 3). In all experiments animals were first tested for context 24 h post-training
then repeatedly tested every 6 h, for 3 days. On day 4, animals were tested for tone every 6 h for another 3 days. Testing was done at ZT/CT
3, 9, 15 and 21. (A) Mice were maintained on a LD cycle. (B) Mice were maintained on a DL cycle. (C) Mice were maintained in DD. Times
of prior LD cycle indicated. Each group contained 8 animals. Within population one way RM ANOVA at the first and second 24-h periods for
both the context and tone showed significant differences in recall at different times of test, where * denotes P�0.05.

Fig. 7. Rhythms in recall in C-57 mice trained in the night (ZT/CT 15). In all experiments animals were first tested for context 24 h post-training
then repeatedly tested every 6 h, for 3 days. On day 4, animals were tested for tone every 6 h for another 3 days. Testing was done at ZT/CT
3, 9, 15 and 21. (A) Mice were maintained on a LD cycle. (B) Mice were maintained on a DL cycle. (C) Mice were maintained in DD. Times
of prior LD cycle indicated. Each group contained 8 animals. Within population one way RM ANOVA at the first and second 24-h periods for
both the context and tone showed significant differences in recall at different times of test, where * denotes P�0.05.
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Fig. 8. Rhythms in long-term extinction for context. The degree of extinction in animals repeatedly tested at ZT/CT 3 or ZT/CT 15 was measured.
The data was standardized by normalizing percent freezing in animals tested at the second and third test relative to percent freezing in animals
in the first test. This enabled better visualization of the graph and a more rigorous way of comparing the gradients between animals repeatedly
tested in the day or the night. The gradient of the slopes was taken as the indicator of long-term extinction. For C-3H mice the degree of
extinction, in LD and DD experiments, was greater (P�0.05) in animals tested at night. In DL experiments, the extinction was greater during
the night however the difference was not significant. For C-57 mice the degree of extinction was significantly greater in animals tested at night
during the LD and DL experiments (P�0.05). In DD experiments the degree of extinction was greater in animals tested at night however it was
not significant. Each group contained 8 animals.

3.5. Rhythm in long-term extinction of context and
tone memories in C-3H mice

With fear conditioning, and other learned behaviors,
repeated testing with context or tone without the shock
leads to extinction of the learned fear response. In
order to examine the possible circadian variation in
extinction, we measured the degree of both the short-
and long-term extinction. The degree of short-term
extinction as measured by the decrease in performance
over each 8 min test-trial during the context and tone
test did not vary between day and night groups (data
not shown). To measure the degree of long-term extinc-
tion, we compared the percent freezing of C-3H ani-
mals trained and tested at ZT/CT 3 or ZT/CT 15 over
the course of 3 days. In contrast to short-term extinc-
tion, the degree of long-term extinction measured as the
decrease in performance over the 3 days period did
show a significant difference between day and night.
This diurnal difference persisted in animals maintained
on a reverse LD cycle and in DD. The degree of
extinction was determined by measuring the gradient of
the graph in animals trained and tested in LD, DL and
DD conditions (e.g. Fig. 8a). The degree in long-term
extinction in C-3H mice following repeated testing for
context and tone appears to be circadian. Analysis of
the extinction curve in the LD and DD experiments
shows that mice trained and tested at night have a
greater degree of extinction compared to mice trained
and tested in the day (LD Context: (F(1, 0.0008)=10,

P=0.02); LD Tone: (F(1, 0.0009)=36, P�0.001; DD
Context: (F(1, 0.0005)=11, P=0.01); DD Tone: F(1,
0.0004)=8, P=0.03)). Though there was no significant
difference between the day and night groups in the DL
experiments, the degree of extinction was generally
greater in animals tested at night (DL Context: (F(1,
0.0001)=4, P=0.1); DL Tone: (F(1, 0.00003)=3,
P=0.2)). Since the degree of extinction was highest
during the night when acquisition was weakest, it is
possible that the mice with weaker conditioning also
exhibited faster extinction. However, an analysis of our
data revealed no significant correlation between the
degree of acquisition after training and the degree of
extinction (Pearson correlation test). Overall, the data
shows that long-term extinction in C-3H mice is modu-
lated by the circadian system.

3.6. Rhythm in long-term extinction of context and
tone memories in C-57 mice

Recall in C-57 mice following repeated exposure to
context and tone was also analyzed to determine if
long-term extinction varied between animals tested in
the day or the night (e.g. Fig. 8b). Again, the degree of
short-term extinction did not vary from day to night
(data not shown). In contrast, analysis of long-term
extinction did show that the degree of extinction for
context and tone was generally greater in animals tested
at night (ZT/CT 15) compared to animals tested in the
day (ZT/CT 3). For repeated contextual tests, the de-
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gree of extinction was significantly greater in animals
tested at night for both the LD and DL experiments
(LD: (F(1, 0.0009)=96, P�0.001); DL: (F(1,
0.0003)=36, P�0.001)). For DD experiments the de-
gree of context extinction in animals tested at night was
greater, though not significantly different, from animals
tested in the day (F(1, 0.0001)=5, P=0.07)). For
repeated tone testing, in the LD experiments, the degree
of extinction was significantly greater in animals tested
at night (F(1, 0.0001)=11, P=0.01). For DL and DD
experiments the degree of extinction was still greater,
though not significantly different, from animals tested
in the day (DL: (F(1, 0.001)=4, P=0.08); DD F(1,
0.0002)=2, P=0.2)). The degree of long-term extinc-
tion in C-57 mice, for both context and tone, appears to
be circadian.

4. Discussion

In the present study, C-3H and C-57 mice were
trained with a context and tone fear conditioning pro-
tocol. The mice were then tested over the course of
several days for their ability to recall the training.
When comparing the performance of animals during
the day and night, the mice acquired the conditioning
faster in the day than in the night. Furthermore, the
recall for context and tone consistently peaked during
the day for at least 3 days after training, irrespective of
the time of training. Finally, the loss of this training (or
extinction) exhibited a rhythm in that mice trained at
night exhibited a greater degree of extinction than mice
trained during the day. For all of these rhythms in
acquisition, recall, and extinction the phase of the
rhythm was controlled by the prior LD cycle. When we
reversed the phase of the LD cycle, the phase of the
rhythm also reversed. Importantly, all three of the
rhythms also continued in constant darkness demon-
strating the endogenous, and presumably circadian na-
ture, of the rhythms.

Overall, our data suggest that the ability to learn the
fear-conditioning task is modulated by the circadian
system. There are a couple of aspects of this data that
deserve further comment. First, there appears to be a
‘ceiling’ to the circadian modulation of learning. This
was most apparent with our data from the C-57 mice.
When these mice were trained on stronger protocols (3
CS–US pairings, US=1 mA or 2 CS–US pairings,
US=0.3 mA), we did not observe any difference in
acquisition between animals trained at ZT 3 or at ZT
15. It is likely that with the stronger protocol the level
of learning is above the threshold that would be af-
fected by the circadian system. In addition, our results
indicate that the mice learned this task better in the day
when they are normally inactive, than at night. In some
ways, this was a surprising observation as we were

expecting performance to be best during the night when
these nocturnal organisms are normally active. This
phase dependence may be a special feature of the fear
conditioning task or other negative conditioning proto-
cols. Perhaps for a nocturnal animal, day is basically a
fearful time and this state-dependence leads to im-
proved performance. A survey of previously published
reports on day/night differences on acquisition in ani-
mals during training is not consistent. It seems that
different learning processes are differentially affected by
time of day. For example, some reports have shown
that acquisition of a shuttle avoidance task and 8-arm
radial mazes are better in animals during the dark
period [33,52]. In contrast there is also some evidence
that acquisition, for an active avoidance task, is quicker
in animals during specific times of the day compared to
other times of the day or night [7,34]. Other groups
have reported no difference in the acquisition of the
shuttle avoidance task in control, untreated, animals
during the day or the night [13,17,29]. One possible
explanation for the conflicting reports on the effects of
time of day on acquisition may be due to differences
between species and variations in training protocols
and behavioral paradigms that make use of different
neural substrates. For example, it is unclear whether
these groups trained their animals in complete darkness
during the acquisition procedures at night since it is
possible that training or even testing of animals in a lit
room during their night-phase may influence the ani-
mal’s performance. An example different neural sub-
strates being differently influenced by time of day was
recently reported by Rudy and Pugh [56] whose study
showed that time of conditioning influenced contextual,
but not auditory, learning by affecting some aspect of
the acquisition or consolidation process of context
memory. It should be noted, however, this finding is in
some ways inconsistent with our data since we found
rhythms for both contextual and tone learning. There is
already abundant evidence from lesion and pharmaco-
logical studies in a variety of species that indicate
neural substrates of learning and memory are organized
into multiple distinct neural systems [4,11,28,43,45,51].
Thus, it would also be logical to assume that different
types of memory systems can be differently affected by
the circadian system.

To explore circadian modulation of recall, for con-
text and tone, following training in the day or night,
mice were tested every 6 h for several days. It was clear
that the animals exhibited a daily rhythm in their
performance for both context and tone tests whether
the animals were placed either on a LD, DL, or in DD.
This type of modulo-24-h rhythm in recall was similar
to that described in rats tested on an active avoidance
task. These rats exhibited better recall when tested 24 h
post-training than did rats tested at other times post-
training [34]. This type of observation suggests that
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learned information may be stored in a ‘time-stamped’
manner to be retrieved easier at some time of day than
at others. As Daan [19,20] has previously argued, it
makes adaptive sense for an animal to use previous
temporal experience to guide future behavior. Experi-
mental support for this concept of time-stamping has
come from a variety of studies demonstrating that a
range of species have the ability to learn to associate a
specific time and place with a food reward [8,40,49].
However, while our study provides support for circa-
dian modulation of acquisition and recall of learned
information, the data does not support any simple
concept of time-stamping being important in our fear
conditioning protocol. This model would clearly predict
that animals trained during the night would perform
best on subsequent nights while animals trained during
the day would perform best during the day. Instead,
our study clearly shows that animals had better recall
during the day, irrespective of the time of training. This
observation would suggest that ‘time-stamping’ is not
necessarily the only mechanism by which the circadian
system can affect recall. There are certain methodologi-
cal differences in our study and others that may explain
our findings. For example, we repeatedly tested individ-
ual animals over the course of several days whereas the
other groups had used separate population of animals
to be tested at different times following training on an
aversive task (e.g. [34]). There are, however, reports
that also describe ‘time-stamping’ in the same animal
tested over a period of days (e.g. [8]). The difference
between our study and those experiments that tested
the same animal over the course of several days is that
we used a fear-conditioning task in which mice learned
to fear a stimulus while these groups employed a appet-
itive task where animals had learnt to come to a feeding
station at a particular time and place.

Extinction of a conditioning response occurs when an
animal is re-exposed to the CS (context or tone) in the
absence of the US (footshock). This is measured as a
progressive decrement in the expression of the condi-
tioned response (CR). Our data show that when C-3H
and C-57 mice are repeatedly tested in the day (ZT/CT
3) or the night (ZT/CT 15) the degree in long-term
extinction is greater in animals tested at night than in
those tested during the day. Interpretation of the long-
term extinction data is complicated, since extinction can
be indicative of the animal having relearned that the
conditioned cage is not aversive (i.e. learned to ignore
stimuli that are of little or no biological significance).
Alternatively, the animal may have simply forgotten
about the aversive experience. Previous studies have
shown that when animals are repeatedly exposed to a
conditioning chamber the response of the animal shows
a general decline (e.g. [16]). Our data indicate that the
degree of this decline is not necessarily constant and
can vary with the time of training within the 24-h cycle.

In some ways, this could be viewed as a temporal
variation of a phenomenon called the ‘renewal effect’.
This effect describes the renewed response in animals
when placed in the conditioning environment following
extinction as a result of repeated testing in a different
context [10,27]. Thus it is possible that the peaks in
freezing observed in animals tested during the day is
some form of renewal which occurs on a daily basis.
Recent evidence has shown that extinction of some
behavioral tasks is sensitive to some of the same phar-
macological agents as long-term memory. This finding
has lead Berman and Dudai [6] to propose that extinc-
tion may be the result of molecular cascades leading to
the development of new memory. It is therefore possi-
ble that the peaks in freezing in our experiments, during
the day but not at night, indicate better recall at such
times of old information and a corresponding decrease
in ability to form new memory or association of the
context or tone. In support of our hypothesis that the
circadian system has the ability to influence extinction
of a learned response, Ternes [61] reported diurnal
differences in extinction when rats were repeatedly
tested on a taste aversion task. While, Fekete et al. [25]
presented some evidence showing that extinction in rats
trained on a passive avoidance task was greater in those
animals that had been exposed to a phase shifted
light-cycle compared to non-phase-shifted controls.

It may be possible, though unlikely, that our ob-
served differences between the day and night groups
may be due to differences in sensory, motor or motiva-
tional differences and not memory per se. A discrimina-
tive procedure where animals were trained in two
different contexts (context A and B) and two different
cues (CS A and B) which were either associated with
shock or no shock would have overcome this confound.
In general, there are three types of evidence that learn-
ing and memory function can be regulated by the
circadian system. First, there is a long history of work
demonstrating diurnal differences in the ability of ani-
mals to acquire or recall a memory task (e.g.
[33,49,52]). This literature includes studies demonstrat-
ing that peak performance of learned tasks occur at
24-h intervals after training [34]. The current study adds
to this literature, in part, by demonstrating that the
phase of the rhythms is controlled by the prior LD
cycle and continues in constant darkness. This later
observation is critical, as it is part of the requirement
for a circadian rhythm that it is generated endoge-
nously in the absence of a rhythm in the environment.
Second, there have been at least two reports that lesion-
ing the SCN, the core of the mammalian circadian
timing system, interferes with the expression of the
rhythm in performance on learned tasks [9,58]. Finally,
a recent study demonstrated that desynchronizing the
circadian system by exposing animals to rapidly shifting
LD cycles, interferes with recall (but not acquisition) of
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spatial learning task [21]. Thus, it seems likely that
learning and memory function, like most physiological
processes, is subject to modulatory regulation by the
circadian system.

4.1. Underlying mechanisms

The mechanisms that underlie the circadian modula-
tion of learning and memory function are unknown.
Many physiological and neurochemical processes in the
body such as hormone secretion, cellular communica-
tion, and even gene transcription show daily variation.
Therefore, there is a large list of possible processes that
could underlie the circadian modulation of learning. It
is worth noting that some of the hormones whose
secretion is modulated by the circadian system have
already been implicated in learning and memory. For
example, secretion of corticosteroids rises to a maxi-
mum at or just before the time of waking and remains
elevated during an animal’s active period. Thus, in
rodents the level of circulating corticosterone is low
during the day and high at night and also during
periods of stress. Diurnal variations in stress may ex-
plain differences in acquisition and recall in mice
trained and tested at different times. Many studies have
shown that corticosteroids can influence cognitive pro-
cesses in both humans and animals in such a way that
certain doses augment memory while very high concen-
trations can impair memory [57]. For example, injec-
tions of type II glucocorticoid antagonist was shown to
impair the rat’s ability to learn the Morris water maze
when administered prior to or immediately after train-
ing. Furthermore, post-training infusion of glucocorti-
coid agonist into the dorsal hippocampus was found to
enhance memory (for a review see Ref. [44]). Pugh et al.
[53] reported that adrenolectomized (ADX) rats showed
impairment of long-term, but not short-term, memory
for context learning following fear-conditioning train-
ing. This effect was ameliorated if ADX rats were
treated with glucocorticoids. Rudy and Pugh [56] re-
ported that immediate post-training injection of the
corticosterone into rats trained and tested on the fear-
conditioning paradigm at certain times evoked stronger
recall, as measured by greater freezing, compared to
control animals. Additionally, there is a positive corre-
lation between the footshock intensity during fear-con-
ditioning training, fear-related freezing and plasma
corticosterone levels [17,18,57]. Recently, Kelliher et al.
[35] reported that nocturnal rodents expressed greater
stressful behavior and had correspondingly larger in-
creases in serum corticosterone compared to basal lev-
els when tested during the day. Thus, one possible
explanation for differences in the degree of acquisition
and recall observed in our animals could be indicative
of variations in the level of stress hormones during
training at different times of the day.

Besides corticosterone, other hormones such as mela-
tonin are secreted rhythmically and have been sug-
gested to regulate learning functions. In the present
study, we intentionally used the C-3H strain that
secrete melatonin rhythmically and the C-57 strain that
does not [22,30]. The strains performed very similarly
on the measurements of recall and extinction. The data
from the C-57 animals clearly indicate that rhythmic
secretion of melatonin is not required for rhythms in
learned behaviors. The only observable difference be-
tween the two strains of mice appears to be during
acquisition. Even though both strains of animals
trained in the day learn the fear-conditioning task faster
than their counterparts trained at night, the profiles of
the learning curves for C-3H and C-57 mice are quite
different. In C-3H mice, freezing after the last training
stimulus was significantly greater in animals trained in
the day compared to those animals trained at night.
However, in the C-57 mice significant differences in
freezing between the day and night trained groups was
only seen after the first training stimulus. To put it
another way, high melatonin levels during the night
could serve to inhibit learning the fear-conditioning
task and thus be responsible for part of the rhythm in
acquisition. This possibility will need to be specifically
investigated in future studies.

Another possible explanation for the observed differ-
ences in the rate of acquisition could be circadian
modulation of the cellular pathways in the amygdala
and hippocampus that may be independent of hor-
monal regulation. Many biological processes exhibit
daily rhythms including NMDA receptor activated cur-
rents [15], levels of Ca2+ [14], cyclic nucleotides [26]
and gene transcription including those of transcription
factors such as immediate early genes like c-fos [60].
Many of these same processes have been implicated in
the acquisition and expression of fear conditioning. For
example, pharmacological studies have shown that
NMDA receptor activation in the amygdala is neces-
sary for the acquisition and expression of the fear-con-
ditioning task [42]. More recent studies have shown
that both pre-training and pre-testing injections of the
NMDA antagonist 2-amino-5-phosphonovaleric acid
(APV) inhibits acquisition and recall, respectively, of
context or tone [38]. Thus, another possible explanation
for the variation in acquisition may be due to circadian
fluctuations of NMDA receptor number or receptor
sensitivity in the hippocampus or amygdala. Consistent
with the idea of circadian variation in cellular pro-
cesses, diurnal variations have also been observed in the
strength of synaptic plasticity. Harris and Teyler [31]
observed that post-tetanus LTP was more robust in
area CA1 of the hippocampal formation in slices pre-
pared during the day, while in slices prepared at night
post-tetanus LTP was more robust in the dentate gyrus.
Similarly, a larger magnitude LTP was recorded in the
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pyramidal cells of the CA1 in slices prepared during the
day in comparison to slices prepared at night [54].
Although the proximate mechanisms by which the cir-
cadian system regulates fear conditioning are not
known, there are a number of candidate mechanisms
that can be explored in future studies.

5. Conclusion

The data presented here show that different aspects
of memory, namely acquisition, recall and long-term
extinction for simple associative memory in mice is
modulated by the circadian system. Since learning and
memory function is based on biological processes and
most biological processes are rhythmic, it should not be
surprising that circadian rhythms were seen in acquisi-
tion and recall of learned behaviors. It may be that
these daily rhythms represent a bi-product or epi-phe-
nomena of a temporal organization imposed on biolog-
ical systems. We feel that it is more likely that these
rhythms are adaptive and serve specific functions. Since
time is a critical parameter of the environment, it would
seem adaptive for organisms to use time as a variable in
learning. For example, it would be beneficial for ani-
mals to associate certain times of the day or night with
either a rewarding stimulus such as availability of food
sources or aversive stimulus to warn of potential dan-
gers such as the likely presence of predators. Regardless
of the ultimate causes, understanding the mechanisms
for this modulation may be important for the study of
both circadian systems and learning and memory.
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